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Abstract 

With the rapid expansion of the Internet and social networks, the volume of images available online has increased dramatically, 

making it challenging for users to find relevant content. To address this problem, we propose incorporating emotion analysis as a 

key factor in understanding user preferences, thereby creating a more personalized and effective image recommendation system. In 

this article, we examine two approaches to utilizing emotional features in image recommendation. The first approach integrates 

emotional features directly into the feature vector used for training the recommendation model. The second approach refines 

recommendations through emotion-based postprocessing, where emotional proximity between users and images is used to re-rank 

recommendations. This study emphasizes the value of emotion analysis in advancing the personalization and efficacy of social image 

recommendation systems. Experimental results indicate that both approaches significantly improve recommendation performance, 

achieving higher metrics such as Recall@k and Precision@k. These findings demonstrate that emotional analysis enhances 

personalization and effectiveness in social image recommendation systems.  
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1. INTRODUCTION 

In recent times, with the vast increase in image content on social networks, social image recommender systems have become 

increasingly vital. Researchers have focused on enhancing these systems, exploring various aspects to better understand user 

preferences [1-3]. Lovato et al. [4] examined users' liked images to delve into their personal aesthetic interests, positing that everyone 

possesses a unique aesthetic evaluation framework. By analyzing high-level and low-level features from users' preferred images, 

they identified distinctive characteristics for each user through regression. In some research, the problem of image recommendation 

has been studied from the perspective of user modeling. For this purpose, use the set of images that have been tagged as favorites by 

the user. Guntuku et al. [5], added high-level comprehensible features from favored images to those in [4], aiming to improve 

personality recognition and thus generate more accurate recommendations.  

The application of deep learning in recommender systems has recently expanded considerably. A comprehensive review in [6], 

explored recommender systems utilizing deep learning across multiple media types, such as text, image, audio, and video. Lei et al. 

[7] proposed a hybrid representation that combines deep learning with user preferences. Their approach utilizes a dual deep network, 

comprising two subnets that map input images and user preferences into a shared hidden semantic space. In this space, the distance 

between images and user preferences is computed to facilitate decision-making. In this article, we proposed emotional analysis of 

images tagged as favorites by the user to more effectively understand user preferences and generate tailored recommendations. 

In sentiment analysis, there are three primary areas: text-based, image-based, and audio-based sentiment analysis. Most sentiment 

analysis systems focus on text. In the text domain, sentiment analysis—often referred to as opinion mining or opinion extraction—

is widely used in recommender systems. In [8], Zhang et al. first extract the explicit features of the products (i.e., aspects) and user 

opinions through phrase-level sentiment analysis on user reviews and emotional analysis of expression levels in user comments. 

Recommendations are then generated based on the specific features of the product and user interests. Also, in [9], research in this 

area has been furthered. Beyond text-based sentiment analysis, the surge of images on social media has increasingly directed attention 

towards sentiment analysis based on social images. Sentiment analysis of social media images encompasses approaches based on 
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low-level visual features [10, 11],  mid-level visual features [12], and Deep learning [13, 14]. Additionally, some methods utilize 

only image features, while others combine image and text features. One prominent feature-based approach by Katsurai et al.[15], 

utilizes visual, textual, and sentiment features from training images. After applying dimensionality reduction to optimize these feature 

sets, they are mapped to a target space, where classification is then performed. Another method, known as Sentribute, was proposed 

by Yuan et al. [16]. This method begins by extracting low-level image features, such as gist descriptors, gradient histograms, and 

color histograms. These features are then used to categorize the image within one of 800 categories from the SUN dataset, a major 

resource for scene and object recognition. Following this, classification is performed using the SVM method. The image’s class 

label, along with its low-level features, is subsequently provided as input to another SVM classifier to determine the image's sentiment 

class. Another method that only utilizes low-level image features for image sentiment detection is presented by Siersdorferet al. [17]. 

This approach uses features such as 1) Histogram Color Global: GCH, 2) Histogram Color Local: LCH, and 3) SIFT descriptor. 

Methods based solely on low-level image features face limitations in detecting emotions across large-scale images. To address this 

issue, Borth et al. [12] developed a large-scale sentiment ontology. The key innovation in their work is the introduction of a middle-

level feature, Adjective Noun Pairs (ANP), which exhibits a strong association with sentiment. Yuan et al. [16] introduced a method 

for predicting image sentiment using mid-level attributes. Cao et al. [18] developed a visual sentiment topic model, which leverages 

Visual Sentiment Ontology (VSO) to extract visual sentiment features. This model constructs a Visual Sentiment Topic Model by 

grouping all images within the same topic and then selects the most suitable visual sentiment features based on the distribution of 

visual sentiment features within that topic [19]. Yu et al. [13] implemented a deep learning approach, achieving high accuracy and 

performance across various criteria. However, this method is limited by its slow processing speed due to the complexity of multiple 

layers and the depth of the neural network, necessitating highly powerful hardware. Additionally, [20] introduced a novel Bi-

Directional Multi-Level Attention (BDMLA) model to leverage complementary information from image and text modalities for joint 

visual-textual sentiment classification. This model incorporates a visual attention network and a semantic attention network to 

emphasize emotional regions and words within image-text pairs. 

The structure of the article is as follows: In Section 2, we discuss the proposed approaches for incorporating emotional analysis into 

image recommendation, focusing on two methods: Emotion-Integrated Feature Vector and Emotion-Based Postprocessing. Section 

3 presents the implementation results and evaluates the performance of the proposed methods. Finally, the article concludes with a 

summary of findings and future directions in Section 4. 

 

2. PROPOSED METHOD 

In this section, we describe the methods used for image recommendation based on visual emotion analysis. For emotion analysis, we 

adopt the method proposed in [21]. The emotion analysis method from [21] uses the EfficientNetB1 model, fine-tuned for emotion 

recognition, which has been shown to achieve superior results in detecting emotions in social images. By leveraging this method, we 

extract emotion vectors for all images, which are then integrated into our recommendation framework. 

Next, we propose incorporating emotion analysis into the recommendation system in two distinct ways, as illustrated in Figure 1 and 

Figure 2. These approaches are designed to analyze the effect of emotional features on the performance of the image recommender 

system. Below, we describe the workflow and components of these two approaches in detail. 

 

A. IMAGE RECOMMENDATION BASED ON VISUAL EMOTION ANALYSIS 

In this section, we examine two methods for incorporating emotion analysis into the image recommendation process, as illustrated 

in Figure 1 and Figure 2. Both methods aim to evaluate the impact of emotional features on the performance of the recommender 

system. While we provide a brief overview of the method shown in Figure 1, the primary focus of this section is on the method 

outlined in Figure 2, which we describe in greater detail. 

In the first approach, shown in Figure 1, referred to as the Emotion-Integrated Feature Vector, each image's feature vector is 

constructed by combining visual features (see Table I) with emotional features (see Table II). This composite feature vector is 

then used as input for training the recommendation model. The visual features in Table I are based on those used in [4], while the 

emotional features are detailed in Table II. After extracting these features, we apply two learning methods, Lasso  [22] and FGM 

[23, 24], to predict which images are liked by each user and recommend those to him/her. 

Lasso is a widely-used regression analysis method that incorporates feature selection and regularization to improve predictive 

accuracy. Similarly, FGM is a feature selection strategy focused on identifying the most influential features to explain variations in 

user preferences. Sparse SVM formulation, as described in Eq. (1), is employed to select these informative features. In the FGM 

method, d denotes the indices of the selected features, while w indicates their associated weights [23, 24]. 
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denotes whether the feature is selected or not. ρ is the bias, iε  denotes the i th instances loss incurred by classifiers, B is the number 

of features to be selected, and C indicates the trade-off parameter.  

 

 

Figure 1. The first approach for Image Recommendation based on visual emotion analysis 

 

 

Figure 2. The second approach for Image Recommendation based on visual emotion analysis 
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Table 1. List of visual features 

Name Feature Dimensions 

Use of light 

HSV statistics 

Emotion based 

Hue Circular Variance 

Colorfulness 

Color name 

Entropy 

Wavelet textures 

Tamura 

GCLM features 

Edges 

Level of detail  

Regions 

Low depth of field (DOF) 

Faces 

GIST descriptors 

1 

3 
3 

1 

1 
11 

1 

12 
3 

12 

1 
1 

1 
3 

1 

24 

 Total  79 

 

In the second approach, referred to as Emotion-Based Postprocessing (Figure 2), we emphasize the role of emotional proximity in 

refining recommendations. First, a user’s emotion vector is computed by averaging the emotional features of their training images. 

Then, for each image recommended by the system, the distance between the image’s emotion vector and the user’s emotion vector 

is calculated. The system re-ranks the recommendations based on this distance, prioritizing images that are emotionally closer to the 

user. This method allows for a more personalized and emotion-centric refinement of the recommendation process. 

The method shown in Figure 2 comprises three main steps: 

1. User Emotion Vector Calculation: For each user, the system calculates an emotion vector by averaging the emotional 

features of the images they have liked in the training set. This vector represents the user’s overall emotional profile and 

serves as the baseline for comparing new images. 

2. Initial Recommendation: The initial set of n candidate images is generated using traditional visual feature-based methods 

(e.g., LASSO or FGM [23, 24]). These images are ranked based on their visual similarity to the user’s preferences, as 

determined by the training data. 

3. Emotion-Based Refinement: For each of the n candidate images, the system calculates the distance between the image’s 

emotion vector and the user’s emotion vector. This distance acts as a measure of emotional alignment between the user and 

the image. The system then re-ranks the images based on emotional proximity, selecting the top k images (where k < n) that 

are closest to the user’s emotion vector. These top k images are presented as the final recommendations. 

By focusing on emotional proximity in the postprocessing phase, this method enhances the personalization of recommendations, 

ensuring that the images align not only with the user’s visual preferences but also with their emotional profile. 

3. EXPERIMENT 

A. DATA SET 

In this study, we utilized two datasets. The first dataset, referenced in [25], was used to detect emotions in images. It includes images 

associated with eight emotions, as outlined in Table 2: amusement, anger, awe, contentment, disgust, excitement, fear, and sadness. 

However, due to some missing images, the dataset used in this study contains fewer images than the original. Table 2 provides the 

number of images for each emotion, and Figure 3 presents eight sample images along with their corresponding emotions.  

The second dataset, used to assess the impact of emotions on image recommendations, is a subset of the dataset from [4]. This dataset 

consists of 4000 images from 20 Flickr users. Figure 4 shows random samples of images marked as favorites by these users.  

Amusement Awe Contentment Excitement

Anger Disgust Fear Sadness

 
Figure 3. Sample images representing the eight emotion categories. The top row displays four positive emotions, while the bottom row presents 

four negative emotions [25]. 

 

Table 2: Statistics of the current labeled image data set [21, 25]. 
Sum Amusement Anger Awe Contentment Disgust Excitement Fear Sadness 

21774 4724 1176 2881 5130 1592 2725 969 2577 
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Figure 4. random samples of the dataset (These images are from reference [4]). 

 

B.  EXPERIMENTAL RESULTS 

In this section, we evaluate the performance of the proposed approaches for emotion-based image recommendation. To develop the 

recommender system, we first identified the emotions associated with each image. The methodology for emotion recognition is 

detailed in [21], where a model was designed to classify images into emotional categories. This process involves utilizing the 

EfficientNetB1 model, initialized with pre-trained weights from the ImageNet dataset and fine-tuned for the emotion recognition 

task. The final fully connected layer of the network was modified to match the number of emotional classes, producing a probability 

distribution over the emotion labels.  

The extracted emotional features from this process serve as the foundation for the two proposed recommendation approaches: 

Emotion-Integrated Feature Vector and Emotion-Based Postprocessing. By leveraging emotional analysis, these methods aim to 

improve the personalization and quality of the recommendations. 

C. IMAGE RECOMMENDATION BASED ON VISUAL EMOTION ANALYSIS 

In this section, we examine how emotion analysis impacts the recommendation process. We utilize the FinetuneFMEfficientNetB1 

method, which was introduced in the previous section for emotion recognition, to extract emotional features. Experiments were 

conducted with 20 users, each having 200 images marked as favorites. These images were input into the trained emotion recognition 

model to determine the emotions associated with each image, and the resulting output for each image is treated as an emotion feature 

vector. 

In the first approach, to investigate the effect of emotion on the recommender system, we assess the integration of the emotion feature 

vector as part of the overall image feature vector (Figure 1). For each experiment, the dataset is split 50%/50% for training and 

testing. We require two sets of samples—positive and negative—for each user. Since we only have data on which images were 

marked as favorites by the users, identifying negative samples is not straightforward. To address this, we selected 100 out of the 200 

images "liked" by each user as positive samples for training. For the negative samples, we first calculated the similarity between 

users and then selected 100 images from the 200 liked by the ten users with the least similarity (most distant) to serve as negative 

samples. The remaining images for each user were used as the test set. 

After training, the test images for each user are ranked according to the scores generated by the classifier. We implemented various 

methods and report the top k recommended images, with k being a configurable parameter. Since we only have information on 

relevant images (those marked as "liked" by the user), we use Precision@k and Recall@k to assess the performance of the methods. 

Precision@k refers to the proportion of the top k images that are relevant, while Recall@k represents the proportion of relevant 

images included within the top k. The formulas for Recall@k and Precision@k are as follows: 

temsRelevant_I

in topk mendedtems_RecomRelevant_I
Recall =              (2) 

commendedk_Items_Re

in topk mendedtems_RecomRelevant_I
Precision =             (3) 



January 2024, Volume 1, Issue 2  
 

167 

 

Figure 5. Precision@k for different k values (Top), Recall@k for different k values (Down). 

 
Figure 6. Precision@k for different k values (Top), Recall@k for different k values (Down). 

In Figures 5 and 6, we compute Recall@K and Precision@K based on Equations 2 and 3. Recall@K measures the proportion of 

relevant items included in the top-K recommendations. Precision@K, on the other hand, evaluates the proportion of items in the top-

K that are relevant (i.e., liked by the user). Precision reflects the system's ability to exclude irrelevant items from the recommendation 

list, and is influenced by the number of false positives, where the system suggests non-relevant items that shouldn't have been 

recommended. 

In our experiments, the number of relevant items is fixed at 100. As a result, in recall, the denominator remains constant, and as K 

increases, it becomes more likely that relevant items will be recommended, causing recall to rise. For precision, however, as K 

increases, the denominator grows, but the numerator does not increase proportionally, leading to a decrease in precision. 

Figure 5 presents a comparison between VisualFeat.FGM and VisualEmotinFeat.FGM. VisualFeat.FGM utilizes a visual feature 

vector, followed by FGM feature selection and classification as described in [26]. In contrast, the proposed approach, 

VisualEmotinFeat.FGM, incorporates both emotion and visual feature vectors before applying FGM feature selection and 

classification. 

The comparison between these two methods demonstrates that incorporating emotion into the feature set enhances the performance 

of the recommender system. 

Figure 6 also presents a comparison between VisualFeat.Lasso [4] and VisualEmotinFeat.Lasso. The findings from this comparison 

demonstrate that incorporating emotion features positively influences the performance of the recommender system.  

In the second approach (proposed method in Figure 2), we consider the visual features as a feature vector and use the Lasso and 

FGM methods to recommend images to each user. Additionally, for each user, we calculate the average of the emotion vectors of 

the user's training images, which we call the user's emotion vector. For each image recommended to each user, we calculate the 

distance between the image and the user's emotion vector, and then rank them based on the closest distance. The recommended 

images are updated according to how close each image is to the user's emotion vector. 

Figures 7 and 8 present the Precision@k and Recall@k results for this approach. The findings demonstrate that incorporating emotion 

in the postprocessing phase has a positive impact on the quality of image recommendations.   
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Figure 7. Precision@k for different k values (Left), Recall@k for different k values (Right).

 

Figure 8. Precision@k for different k values (Left), Recall@k for different k values (Right). 

Figure 9 illustrates the top 15 images recommended to a user, both with and without emotion-based postprocessing. To recommend 

15 images, we first retrieve 20 candidate images using the recommender system. Then, we apply emotion postprocessing to select 

the best 15 images from the 20 candidates. This method was evaluated on 20 users, where emotion features were employed to refine 

the final recommendations 

 
(a) Sample of random user training images 

 
(b) VisualFeat.FGM 

 
(c) VisualFeat.FGM.Emotionpostproces 

 
(d) VisualFeat.Lasso  

 
(e) VisualFeat.Lasso.Emotionpostprocess 

Figure 9: (a) Sample training images for a user; (b)–(e) show the top 15 images recommended to the user using different methods, with correct 

recommendations highlighted in green. 
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The emotion-based postprocessing approach provides several advantages. It allows for a dynamic adjustment of recommendations 

based on the user's evolving emotional preferences and incorporates emotional closeness explicitly in the ranking process, resulting 

in more personalized recommendations. By separating the initial recommendation phase from the emotion-based refinement phase, 

it ensures that both visual and emotional aspects are given appropriate weight. This detailed focus on the method highlights how 

emotional features can be effectively utilized to refine and improve the quality of image recommendations.   
 

4. CONCLUSION 

Recommender systems aim to provide users with personalized and relevant suggestions, making it essential to understand their 

preferences. In this article, we explored the role of emotions conveyed by images in enhancing the recommendation process within 

a social image recommender system. We proposed two approaches to incorporate emotional analysis: Emotion-Integrated Feature 

Vector, which embeds emotional features directly into the model, and Emotion-Based Postprocessing, which refines 

recommendations based on emotional proximity. The experimental results demonstrate that incorporating the emotional features 

significantly improves the quality of image recommendations, as evidenced by enhanced metrics such as Recall@k and Precision@k. 

For future research, we suggest exploring advanced methods to improve the accuracy of emotion detection in images, as this could 

further enhance recommendation performance. Additionally, investigating the integration of emotional analysis with other behavioral 

traits, such as personality insights or sentiment analysis, could open new avenues for creating even more personalized and effective 

recommendation systems. 
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