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Abstract- This paper proposes a master-slave approach to simultaneously control two drones with the aim of carrying an object 

toward a goal. The proposed method utilizes the Double Deep Q-Learning (DDQN) technique to train a master agent to be able 

to carry an object toward a goal with the help of a slave agent. This procedure is implemented such that the master agent gathers 

the observations and specifies the actions to be made by itself and the slave agent. Indeed, the slave agent just applies a predefined 

action and does not process any input for producing the output. This manner of learning, leads to a unified convergence to an 

optimal solution compared to the situation in which each agent is trained separately. To verify the functionality of the proposed 

method, the algorithm is examined in the webots simulation environment. The simulations show that the introduced method has 

a good performance when controlling the drones to reach to the goal. The introduced method, other than algorithmic benefits 

which leads to a faster convergence of the model, suggests some reduction in the processing demand. The reason is that the 

learning procedure is guided by one of the agents and consequently only one of the agents is responsible for doing the calculations 

that lead to choosing the action. In this scenario, the slave agent does not require any processing resources for choosing the action 

and just simply applies a predefined action dictated by the master agent. 
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I. INTRODUCTION 

Unmanned aerial vehicles (UAVs) have significantly brought attentions in recent decades. Although the UAVs are preliminarily 

designed to be used in military missions that are too dull, dirty or hazardous for humans, their applications have immediately 

expanded to commercial, recreational, scientific, and others [1]. They have been successful in many commercial applications, 

such as aerial photography [2], agricultural service [3], search and rescue, and so on. 

One of the ongoing topics in UAVs is carrying an object by them [4]. Recent researches have suggested control solutions for 

the manipulation and transportation of the objects using quadrotors working together. For instance, in [5], the position and 

attitude of the objects are controlled in a cable-driven parallel robot fashion. Another approach without communication has been 

introduced in [6] that utilizes force feedback for controlling the pose of the object. In [7], the manipulation task is done by a 

quadrotor formation, which benefits from easy configuration and trajectory/task planning for the robots.  

Some other works can be also mentioned as successful examples of controlling aerial vehicles that have been well performed 

and shown notable functionality, such as planning them to be able to navigate between small openings [8] and perform aerobatics 

[9]. In addition, the mentioned approaches have enabled aerial vehicles to beneficially control the objects [10]. 

A good option for enabling the UAVs for carrying the objects is training them with the Reinforcement Learning (RL) 

algorithms. The RL algorithms have the ability to teach the agents to make good decisions when they encounter different 

situations. The RL algorithms enable the agent to this capability through a training procedure in which the agent receives 

feedback from the environment according to its performance. Indeed, the agent will receive positive rewards when it performs 

the actions that result in going toward solving the problem, such as getting close to the goal. On the other hand, it will receive 

negative rewards (punishment) when doing actions that lead to getting away from solving the problem, for example going away 

from the goal. 
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In [11], reinforcement learning was utilized for reaching end-to-end (i.e., from load pick-up to delivery) object transportation, 

in which a meta-learning method is used for updating the dynamic model of the system as soon as facing the variations in the 

object.  

In another work, reinforcement learning was used to transport objects with the help of more than one quadrotor, in such a way 

that learning was used to plan smooth and swing-free trajectories [12]. 

In [13] some applications were regarded considering one vehicle and cooperative transportation. 

In this paper, a master-slave approach is introduced to plan carrying an object using two agents in a unified procedure, 

preventing the agents from stochastic learning. In this approach, one of the agents is considered the master agent that is 

responsible for determining the appropriate action (i.e., the movements of the robots) and also performing a part of that. Besides, 

the other agent is considered the slave agent that just simply receives the dictated action and performs it.  

 The rest of the paper is organized as follows: the methodology, including the prerequisites and the proposed method, is 

presented in section II. In section III, the results of applying the proposed are shown. Finally, section IV concludes this paper. 

 

II. METHODOLOGY 

In this section, the proposed method is introduced and detailed for simultaneously controlling two drones in order to deliver 

an object to a target. The idea behind the proposed method is managing the agents by using an RL algorithm in a master-slave 

approach. In this manner, there should be a planner agent that decides which actions should be made according to the different 

states. In addition, another agent must perform the actions that are dictated to it. The former agent is called the master and the 

latter is called the slave. 

 Utilizing the master-slave approach leads to a stable RL learning for the problem, resulting in a more purposeful 

procedure compared to the situation in which each agent is trained separately. 

 

A. Double DQN 

 The algorithm used in the proposed method is the Double Deep Q-Network (DDQN) which is one of the useful RL 

algorithms. This model, same as DQN, aims at updating its weights based on the gathered experience during the RL procedure. 

The mentioned experiences affect the network updating through the following formulation: 

 

( , ) ( , ) ( max ( , ) ( , ))


  + + −
a

Q s a Q s a r Q s a Q s a         (1) 

where ( , )Q s a , , r,   are the value of the state-action value function, learning rate, reward, and discount factor, respectively. 

Also,  ,  ,  ,   s a s a  demonstrate current state, current action, next state, and next action, respectively.  

The DDQN algorithm, same as DQN, collects some experiences after performing each action of an episode. After finishing 

the episode, these experiences are used to update the network.  

Indeed, leveraging (1) in the DDQN training procedure leads the network to update its target toward a more beneficial 

procedure resulting in more rewards. Doing this causes the learning of the network to be performed such that 

the agent applies an action that returns more reward.  

The difference between DQN and DDQN is in the period of time that the network is updated. In the former, the network is 

updated per episode of learning while in the latter, the update is performed every n episode. Doing this prevents the network 

from changing repeatedly and gives more chances for the trajectories to act in the problem space.  

The DDQN consists of two networks, one to be updated per episode called policy network and one to be updated per n episode 

called target network. Also, it should be mentioned that during the RL procedure, the actions are chosen according to the policy 

network and the target network is used to cooperate in calculating (1). 

 

B. Problem Space 

In this section, the space of the problem is described to intricate what actions, states, and rewards have been considered for 

the problem. 

 

B.1 Actions 

In this paper, with the aim of abstracting the modeling, the possible primary actions of the drones, i.e., moving forward, and 

backward, going up and down, and turning left and right have been shortened to three actions.  

To control the agents to move together, three actions have been considered to be performed. These actions are moving forward, 

turning right, and turning left. Thus, two agents can be considered as the wheels of a vehicle that is able to do the mentioned 

actions. To do these actions, each agent should go forward or backward. For example, if the action is going forward, both agents 

should go forward but when the action is turning left, the left agent should go backward and the right agent should go forward 

and vice-versa.  

 

B. 2. States 

The state considered for the problem, includes the distance of the agents to the target and their coordinates in the space along 

with the changing values of the roll, pitch, and yaw axis. Therefore, the state of each agent will be a vector of size 7.  

The mentioned type of the state causes the agents to be aware of their situation in the environment as the state reflects the 

distance to the goal, the current coordinate of the agent in the environment and the amount of the changes that the agent undergoes 

with respect to the roll, pitch and yaw axis. 
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B. 3. Rewards 

To specify the reward for each action, the distance to the goal is considered to encourage or punish the agents. This distance 

is the Euclidian distance of the agent from the goal in the 3-dimensional space of the problem.  

The rewards have been specified hierarchically, the closer to the target, the more positive reward is gained and vice-versa. 

Table I demonstrates the rewards considered for the problem. The rewards of the table have been calculated according to the 

following formula:   

 

TABLE I. THE REWARDS ALLOCATED TO THE AGENTS ACCORDING TO PROXIMITY TO THE GOAL 

 

 

 

 

 

 

 

 

 
 

Fig. 1. The structure of the proposed method 

 
( (1 ) (1 )− =  − g dtotal reward b e                        (2) 

 

where b, g, and d stand for base reward, growth factor, and distance to the goal, respectively. 

 

B. 4. Equipment 

To gather the observations from the environment, the agents utilize the GPS and Inertial Unit sensors to correctly be informed 

about the states that they are in. The former is used to specify the coordinate that the agents are acting in and the latter is used to 

measure the amount of the changes in the pith, roll, and yaw axis of the agents. Also, a touch sensor is used when training the 

agents to check if there is a collision in the environment or not. 

Since a part of the proposed method, provided later, includes communication between two agents, there should be some 

devices to perform the sending and receiving operations. To do these, the emitter and the receiver devices are embedded on the 

drones. 

 

C.  The Proposed Method 

In this section, the structure of the proposed method is   described in which the master-slave approach controls the actions to 

be performed by each agent. Also, the advantages of the proposed method are mentioned here. 

 

C. 1. The Structure of the Proposed Method 

The general structure of the proposed method is illustrated in Fig. 1. As can be seen in the figure, the proposed method consists 

of a master agent that generally controls the learning procedure and a slave agent that just performs a predefined action. Also, a 

detailed scheme of the proposed method has been provided in Fig. 2. The master agent receives the observations and passes them 

to a deep network in order to receive the corresponding action. The concatenation presented in Fig. 2, comes from combining 

two vectors of the observations provided by two agents. Each vector consists of 7 values, as discussed in section II. B. 2, Thus, 

after concatenation, a vector of size 14 is produced to be fed into the DDQN to the corresponding action be determined by this 

network. 

Situation Growth 

Factor 

Base 

Reward 

Total 

Reward 

d<0.4 - - 1000 

d<5 15 12 11.4 

d<10 12 10 9 

d<15 10 9 7.7 

d<20 9 8.5 7 

d<25 8 8 6.3 

d<30 7 7.5 5.6 

d<35 4.5 6 3.5 

d>35 - - -d/100 

Getting close to the goal in two consequent actions - - 0.3 

getting away from the goal in two consequent actions - - -2 

having collusion - - -10 
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After choosing the action, the master agent performs the part of the action related to itself and dictates another part to the slave 

agent. It means that when an action is going to be done, each agent should act such that the resulted action be the same one 

determined by the deep network. For instance, if the action is turning right, the left agent should go forward and the right agent 

should go backward. 

When the actions are made by the agents, their observations are concatenated to form the new observation to be used in the 

next step of the RL learning.  

As can be seen in Fig. 1, the slave agent just performs the predefined action and does not process any input for producing the 

output.  

 

C. 2. Advantages of the Proposed method 

The aforementioned procedure for the proposed method causes a unified policy for controlling two agents when going toward 

the goal. It can be said that the master-slave approach, makes the problem notably get rid of the stochastic behavior during the 

training. When two agents are trained individually, it is more likely that a time-consuming convergence accrue. The reason is 

that when each agent is going to perform its desired actions, the other agent's action will affect its action and the overall action 

will be ruined. In this situation, it is expected that the RL training faces an unstable training procedure.  

Other than the mentioned algorithmic advantages of the proposed method, the master-slave approach leads to some reduction 

in the processing required for choosing the action. The reason for this reduction is the fact that in the master-slave manner, only 

one of the agents (master) is responsible for doing the mathematical calculations for determining the actions. These pros, along 

with the algorithmic advantages, make the proposed method a nice option for the problem of simultaneously carrying the object. 

In addition to the discussed pros of the proposed method, also there exists another aspect that can be noticed. The proposed 

method follows a master-slave approach in which the agents cooperate together to carry an object toward a goal. The actions that 

are made by the agents are chosen based on a deep neural network used in the DDQN algorithm. The procedure of the proposed 

method does not insist on the usage of a particular kind of algorithm to be used in the RL and allows the other RL algorithms to 

be used in the proposed master-slave approach. 

 
Fig. 2. A detailed structure of the proposed method 

III. EXPERIMENTS 

In this section, the results of implementing the proposed method are presented to validate the functionality of that. To do this, at 

first, a description of the simulation environment is provided and afterward, the simulation results are presented and discussed. 

 

A. Simulation Environment Setting 

In order to examine the performance of the proposed method, two MAVIC robots, which is a quadcopter drone, have been 

launched in the webots simulation software and the algorithm of the proposed method was implemented as their controller.  

The general view of the environment has been demonstrated in Fig. 3 showing the drones and the target which is positioned 

at the end of the road. Indeed, at first, the drones launch from the ground and afterward, discover the world in the sky regarding 

the designed actions. The purpose of the problem is to control the drones in such a way that they are capable of carrying the 

object toward the target while preserving the balance to avoid dropping it. 

To reach the mentioned purpose, the following strategy is applied; one of the robots is controlled by the master controller that 

determines the action (performing its action and sending the corresponding action of the slave robot) and concatenates the 

observations of two robots. The other robot is controlled by a simple controller that just receives and performs the desired action. 
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The aforementioned send/receive pulses are performed using emitter and receiver sensors. Also, the agents' movements are 

designed to apply an almost 10-degree rotation to the left or right for the corresponding actions. 

To be aware of the states that robots are moving in, the GPS sensor is utilized to prepare the coordinates of the  

 

 

 
 

Fig. 3. The simulation environment including the position of the drones (up) and the target (down). 

 

agents and the Inertial Unit sensor is used to measure the roll, pith, and yaw changes.  In addition, a touch sensor is embedded 

on the agents to correctly terminate the unsuitable episodes. 

 

B. Numerical Results 

In this section, the rewards that have been achieved during the training, are considered as a criterion to evaluate the 

functionality of the proposed method. Fig. 4 demonstrates the rewards achieved during training the proposed method for carrying 

the object toward the goal. As can be seen in the figure, in the initial episodes, the rewards  

 
Fig. 4. The rewards achieved per episode of training when using the proposed method for carrying the object toward the goal 

 

are mostly large negative values. As the training goes on, the agents get closer to the goal and some larger positive rewards are 

achieved and after a while, the agents mostly gain positive results. This means that the proposed method is able to force the 

agents to move around the goal instead of the preliminary dummy moves. Also, when it came to the inference, the agents showed 

a good performance as they reached exactly to the goal. 

 

IV. CONCLUSION 

In this paper, a master-slave approach was introduced to be utilized for controlling two drones simultaneously aiming at 

carrying an object toward a goal. The proposed master-slave method is designed such that one of the drones is specified as the 

master agent responsible for gathering the observations and choosing the corresponding action. As the final action of the system 

should be performed cooperating two drones, the master agent applies the part of the action related to itself and sends the other 

part of the action to the slave agent. The proposed master-slave approach led to a homogenous training as both agents collaborate 

for doing a unified action. This type of action is opposite to the one in which each agent is trained and acts separately which 

leads to a time-consuming training procedure. 
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The experiments, showed successful performance of the algorithm as the agents were able to drive toward the goal when 

preserving the object. Other than the mentioned algorithmically benefits, the proposed method required less processing abilities. 

The reason is that only one of the agents is responsible for doing the calculation for choosing the action, so there is no need for 

another agent to do the calculation. 

The aforementioned advantages can suggest the proposed method as a suitable option for controlling two drones with the aim 

of carrying an object toward a goal. The proposed method applies a master-slave technique through the DDQN algorithm and 

can be also expanded to the RL algorithms other than DDQN reflecting the generic aspect of the proposed method  
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