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Abstract—In today's world, DDoS attacks are becoming more common and complex; thus, they constitute a great 

challenge for network security under the auspices of SDN. The research effort described here proposes an integrated 

hybrid model called "LDA-ML," which leverages some state-of-the-art machine learning methods: LDA, naive 

bayes, random forest, and logistic regression. We optimize the data analysis process by leveraging LDA for feature 

selection and dimensionality reduction, followed by a sequential application of the classifiers to exploit their 

strengths. Evaluated on the CICDDoS-2019 dataset, the proposed model has achieved an outstanding accuracy of 

98.98%, indicating the efficacy of the model in correctly classifying benign versus attack traffic. All of the above 

underlines the robustness of the proposed LDA-ML model, pointing to great potential for its application to 

continuously improve cybersecurity strategies against DDoS threats in SDN architectures. This holistic approach 

offers improvements in detection, while it also enriches diagnostic insights-an important contribution to finding 

effective security solutions in increasingly dynamic network environments. 
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I. Introduction 

In the digital era, the security of online systems is paramount, with distributed denial of service (DDoS) attacks emerging as a 

formidable threat to internet stability and security. These attacks, designed to overwhelm a network or system to the point of 

inoperability, have evolved in complexity and scale, posing a continuous challenge to organizations worldwide [1].  

In a DDoS attack, the intruder finds vulnerabilities in the network and injects a malicious program, known as Trojan Horse, in 

the computer systems without the awareness of users. By replicating this malicious program in the multiple devices connected 

to the network, intruder create an army of compromised computer systems which they control to initiate DDoS attacks. These 

compromised machines are often known as bots, and the group of these bots is called a botnet [2]. The advent of software 

defined networking (SDN), which enables a centralized controller to oversee and configure the entire network, has made SDN 

a prime target for DDoS attacks [3].  Defending against DoS and DDoS attacks is more challenging in SDN than in traditional 

networks. These types of attacks have become significant threats to computer networks, causing a decline in network 

performance by consuming available resources and disabling services [4]. However, because of the centralized management of 

SDN architecture, it is very easy to cause a single point of failure, resulting in the collapse of the entire network. The most 

common network threat is DDoS attack. Although the development of SDN has just started, in the future, SDN will be the 

mainstream network architecture. Based on this, the network security problems faced by SDN applications urgently need to be 

solved [5] 

Machine learning (ML) and deep learning (DL) techniques have also been proposed as potential solutions to classify such 

attacks. Those techniques are employed to analyze the network traffic-flow patterns and detect abnormal traffic behaviors 

indicating DDoS attacks. However, there is a lack of consensus on the most effective ML, DL, and hybrid approaches to 

detecting DDoS attacks [6].  

The "LDA-ML" hybrid model introduces a new methodology for DDoS detection in SDN. This will combine LDA with 

machine learning algorithms like naive bayes (NB), random forest (RF), and logistic regression (LR). It advances their 

detection by the sequential use of algorithms based on the strengths of each classifier. The salient innovations of the model 

involve the use of LDA for feature selection and dimensionality reduction, a tiered training strategy to enhance accuracy, and a 

comprehensive evaluation framework using a variety of performance metrics to assess effectiveness. 

The rest of this paper is organized as follows: Section II reviews the basics of machine learning. Section III surveys the related 

literature concerning DDoS attack detection. Section IV elaborates on the proposed "LDA-ML" hybrid model. Section V 

presents some experimental results. Finally, Section VI summarizes the results of this research and underlines the contribution 

of the model to improving DDoS attack detection strategies. 
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II. Background 

III. Machine Learning 

Machine learning is a technique used to give computers the ability to automatically learn from previous data and make 

decisions like humans. ML involves training a model on training data and processing additional data to make a classification, 

detection, or prediction. there are two types of ML, supervised learning and unsupervised learning [7]. Supervised learning is a 

learning approach which is used to first train the model base upon labeled training data, and then to classify new test data that 

will belong to the any one of the class. Supervised learning is a two-step process. In the first step that is training step, it 

involves learning a classifier based upon the labeled data and second step is validation and verification or testing where a 

newly input data is tested against the trained model [8]. ML techniques are increasingly being applied in SDN to optimize 

various aspects of network management. The centralized architecture of SDN enables the collection of extensive network data, 

facilitating ML applications for tasks such as traffic classification, routing optimization, quality of service (QoS) and quality of 

experience (QoE) prediction, resource management, and security. By leveraging ML algorithms, SDN can improve efficiency, 

enhance security measures, and provide smarter, more adaptive networking solutions [9]. 

IV. Normalization and Standardization 

Normalization and standardization are two important methods used in data preprocessing. Normalization rescales the data 

between 0 and 1, while Standardization is rescaling the data so that it has the same mean and the same standard deviation [10]. 

In this paper, the Min-Max method which is one of the most popular methods for normalization, was used. rescaling is the 

simplest method and consists in rescaling the range of features to scale the range in )0, 1( or )−1, 1( [11]. 

V. Normalization and Standardization 

Feature selection, a crucial element of machine learning, entails strategically choosing a subset of relevant features from the 

original set. This process aims to enhance model performance, reduce computational complexity, and improve interpretability. 

Three main types of feature selection methods exist: filter methods, wrapper methods, and embedded methods [12]. 

VI. Dimension reduction 

Dimensionality reduction, or dimension reduction, is the transformation of data from a high-dimensional space into a low-

dimensional space so that the low dimensional representation retains some meaningful properties of the original data, ideally 

close to its intrinsic dimension. Working in high dimensional spaces can be undesirable for many reasons [13]. 

VII. Related Works 

This section discusses the recent trend in detecting DDoS attacks using ML techniques. A review of recent related works on 

enhancing DDoS attack detection based on ML methods is summarized in Table 1. The authors in [14] applied machine 

learning classification algorithms such as RF, SVM, MLP, and KNN to detect and classify DDoS attacks in cloud computing, 

further strengthening the different security measures to safeguard data. They built classifier models and improved information 

within the dataset to attain high accuracy.  In [15], an unsupervised IDS was developed for detecting zero-day DDoS attacks in 

IoT networks, using random projection for feature selection and an ensemble model of K-means, GMM, and one-class SVM, 

recording high accuracy on the CICDDoS2019 dataset. The authors in [16] trained Stochastic Gradient Boosting, decision tree 

(DT), KNN, NB, SVM, and LR on the CICDDoS-2019 dataset for proactive DDoS defense. In [17], data preprocessing, 

SMOTE, along with LR, DT, and RF algorithms, underlined that RF yields the highest predictive accuracy among others, 

considering the ensemble techniques and balancing . 

TABLE I.  REVIEW OF RELATED WORKS 

 

 

 

 

 

 

 

 

 

 

 

 

Authors of [18], proposes a new solution for DDoS attack detection SDN by using entropy-based anomaly detection with deep 

learning approaches. It attained a remarkable accuracy of utilizing an LSTM model. In [3], a model coupled with MP and CNN 

was presented that would improve DDoS detection in SDN by the selection of features using SHAP and hyperparameter tuning 

using Bayes optimization to obtain high accuracy over two datasets. Authors in [19], a DDoS detection model utilized swarm 

optimization-based feature selection with a Random Forest classifier, achieving high accuracy with 40 out of 75 features.  

In [20], the authors performed a hierarchical ML-based hyperparameter optimization approach for DDoS detection in financial 

S.No Reference Year Method Dataset Accuracy 

1 [14] 2024 RF, SVM, MLP, KNN From Kaggle 99.80% 

2 [15] 2024 GRP, K-means, SGD, SVM,GMM CICDDoS-2019 94.50%  

3 [16] 2024 DT, KNN, NB, SVM, LR CICDDoS-2019 99.00% 

4 [17] 2024 LR, DT, RF From Kaggle 96.00% 

5 [18] 2024 LSTM InSDN Dataset 99.83% 

6 [3] 2023 MLP-CNN CICDDoS-2019 99.95% 

7 [19] 2023 Swarm Optimized RF CICDoS-2017 99.50% 

8 [20] 2023 XGboost, LGBM, CatBoost, RF, DT CICDoS-2017 99.77% 

9 [21] 2023 RF, XGBoost, Ada Boost,LGBM CICDDoS-2019 99.80% 

10 [22] 2023 SVM, KNN CICDoS-2017 99.00% 
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networks using CICIDS 2017 and LASSO feature selection. In [21], the authors emulated Slowloris attacks in D2D 

communication to develop a dataset and trained different ML algorithms, such as RF and XGBoost for the detection of DDoS 

and DoS attacks. Authors of [22] proposed a two phase authentication system using packet filtration and ML algorithms such 

as SVM and KNN to mitigate DoS attacks in SDN environments. 

VIII. Proposed Model 

The proposed "LDA-ML" is a hybrid and sequential model, which is developed to enhance the detection of DDoS attacks in 

SDN environments.  

In the model, several supervised ML methods such as NB, RF, and LR algorithms, together with the LDA dimension reduction 

method are used. 

 

 
Fig. 1. Proposed Attack Classification Model 

IX. Linear Discriminant Analysis 

Linear Discriminant Analysis (LDA) is a statistical approach in classifying objects (people, things, events, etc.) based on their 

set of features that can be placed in two or more characteristic groups. A feature must be defined as an observation, property, 

attribute, variable or measurement of an object [23]. 

X. Naïve Bayes 

The Bayes' Theorem is used to generate naive Bayes classifiers, which are a group of classification methods. It consists of a 

number of algorithms which all work on the same principle: each pair of features to be categorized is independent [24]. 

XI. Random Forest 

The random forest classifier consists of a combination of tree classifiers that each tree classifier generates using a random 

vector sampled individually from the input vector, which in combination would make up the random forest classifier. Each tree 

calculates a unit vote for the most popular class to classify an input vector [25]. 

XII. Logistic regression 

Regression is a popular supervised learning method. In this case, the dependent variable is categorical. Statistics forecasts the 

outcomes of dependent variables. As a result, the product must be definite. Yes, or No, 0 or 1, true or false, but always between 

0 and 1. Logistic Regression is used in the same way that linear regression is [26]. 

XIII. LDA-ML Model 

The proposed hybrid model presents an efficient methodology in DDoS attack detection based on the combined analysis by 

means of machine learning techniques, including LDA, Naive Bayes, Random Forest, and Logistic Regression. The model 

aims to enhance the quality of data, enhance detectability, and give a full diagnosis for the kind of possible attack. The process 

begins with the pre-processing of data; hence, irrelevant and redundant features are removed, and the dataset is normalized 

using the Min-Max-Scaler method.  

After the preprocessing steps, the data is then divided into training and testing sets to prepare for modeling. Subsequently, 

LDA will be done for dimensionality reduction, hence optimizing the data for further analysis. We reduce the dimensionality 

of the data through LDA, which will have a better effect on other analysis methods such as classification, clustering, or 

regression. Therefore, reducing the dimensions decreases noise and irrelevant features, increasing the accuracy and speed of 

the analysis. During this model training phase, training of a Naive Bayes classifier using chosen features takes place to detect 

potential DDoS attacks. We perform an initial attack detection using an NB model, which is used as a base state of target 

detection. If the NB detects an attack, the system classifies it as such. Those data samples that could not be classified as attacks 

by the Naive Bayes classifier utilize the Random Forest algorithm for further analysis to find patterns that the NB classifier 

might have missed. (As shown in Figure 2). 
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Fig. 2. Summary of the LDA-ML flowchart 

Then, the output of both RF and NB models is combined for an overall diagnosis. Combining the outputs of NB and RF 

algorithms using a simple logic like logistic regression would improve the overall accuracy of the model. This is because 

different algorithms have different strengths and weaknesses; combining them may allow their limitations to be overcome. In 

this way, the process of detection becomes more accurate and reliable in a sequential manner, by capitalizing on the strengths 

of each algorithm for an overall better performance. Figure 2 displays a flowchart mapping out the workflow of the LDA-ML 

model, providing a step-by-step and structured roadmap from data preprocessing and dimensionality reduction right through to 

model training. 

 

This LDA-ML architecture algorithm is implemented in two phases. The first phase of the algorithm, as depicted in Algorithm 

1, composes the data normalization process with the MinMaxScaler method. 
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Algorithm 1: Data normalization 

 

Require: Dataset   

Convert the 'Class' column to binary values (1 for 'Attack', 0 for 'Normal') Filter out numeric data from the dataset 

Convert integer data to float type for normalization  

Use MinMaxScaler to normalize the numeric and integer data separately 

Concatenate the normalized numeric and integer data into a single dataframe 

Display the shape of the normalized dataframe to check for consistency 
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Algorithm 2: LDA-ML 

 

Require: Dataset with features and target label 

Load the dataset 

Split the dataset into training and testing sets 

Perform dimensionality reduction and feature selection using LDA 

Train the Naive Bayes model on the training set 

 If (Naive_Bayes_Model.predict(test_set) == "not_attack"): 

 Random_Forest_Model.predict(test_set) 

Train the Random Forest model on the training set 

Combine the outputs of both models using Logistic Regression 

Evaluate the model performance using various metrics on the testing set 

Display the confusion matrix, accuracy score, precision score, recall score, F1 score, and ROC AUC score 
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Implementation of the proposed model using Python programming language is performed within an Intel Core i5-480M 

processor, with 4GB of RAM and a Windows operating system. The comparison of results is performed with the most recent 

advanced methods to validate the effectiveness of the proposed model. These tests have been done in VS-Code notebook, 

written in Python, and using libraries such as scikit-learn, and Pandas. The obtained results confirm the ability and 

effectiveness of the proposed model. 

XIV. Dataset  

This article uses a real-world dataset, These datasets are collected from actual SDN networks and contain real traffic patterns 

and attack behaviors. The dataset used in this article is the CIC-DDoS2019 dataset, which was collected from a large enterprise 

network and includes benign and DDoS attack traffic. This dataset has been widely used in research on DDoS attack detection 

and prevention in SDN networks [27].  

This dataset, comprises the most recent and popular DDoS attacks, which are based on real-world information. Data from 

CICFlowMeter-V3 network traffic analysis, including flow labels based on timestamps and the source and destination IP 

addresses and ports, protocols, and attack types are also included [28]. This dataset included 79 features and a total of 431371 

data. 

XV. Data Split  

The total number of data points in the dataset was 431,371; 80%, that is, 345,096 data points, were used as the training set, 

while the remaining 20%, amounting to 86,275 data points, were reserved for testing the model. This dataset contained a total of 

333,540 instances of attacks and 97,831 benign ones. Such a distribution of data allowed for an extensive analysis and 

performance evaluation of the model in distinguishing between attacks and benign activities. The use of such a huge and varied 

dataset allowed for a strong training process and comprehensive testing in terms of the model's precision and effectiveness. 

XVI. Feature Scaling and reduction 

Feature scaling is a very important step in the performance optimization of machine learning algorithms. Normalization of 

data at the input training stage helps prevent overfitting and reduces training time. Further, after the division of a dataset into a 

training set and a test set, the application of data normalization techniques should be considered to standardize feature values. 

In this paper, the scaling of every feature in the range of 0 to 1 was made using the MinMaxScaler transformation. Then, LDA 

was applied to reduce the dimensionality such that the input data model could be reduced to one dimension only. This not only 

makes the data easy to visualize in a low-dimension space but also prepares the data for other machine learning algorithms. 

XVII. Performance Metrics 

Evaluating the effectiveness and accuracy of the DDoS detection model is paramount. The literature consistently employs a 

set of well-established evaluation metrics based on four fundamental elements: true positive (TP), false positive (FP), true 

negative (TN), and false negative (FN) [3]. The Confusion Matrix takes the classification results and groups them into four 

categories: 

• True Positive (TP): when both the actual and predicted values are 1. 

• True Negative (TN): when both the actual and predicted values are 0. 

• False Positive (FP): when the actual value is 0 but the predicted value is 1. 

• False Negative (FN): when the actual value is 1 but the predicted value is 0 [29]. 

Accuracy is the most straightforward metric.  Precision focuses on the fraction of relevant instances among the retrieved 

instances. Recall measures the ability of the classifier to find all the relevant cases within a data set. F1-score is the harmonic 

mean of precision and recall, providing a balanced measure that considers both false positives and false negatives. The receiver 

operating characteristic (ROC) curve plots the true positive rate (recall) against the false positive rate for different thresholds. 

The area under the ROC curve (AUC) provides an aggregate measure of performance across all thresholds. ROC curves and 

AUC are particularly useful in binary classification tasks to understand the trade-offs between true positives and false positives 

at different decision thresholds  [29], [3]. Leveraging a variety of performance evaluation metrics, including accuracy, precision, 

recall, F1-score, and AUC-ROC, enables a comprehensive assessment of a model's effectiveness.  

XVIII. results 

The metrics for the LDA-ML Model, as shown in Figure 3, give a broad overview of the performance of the model in 

categorizing text data. The metrics provide insight into the model's precision, recall, accuracy, ROC-AUC, and F1-score, all 

crucial when evaluating the effectiveness of the model in the proper classification of text data into predefined categories. 

TABLE II.  RESULTS OF EVALUATION CRITERIA 

Dataset Accuracy Precision Recall F1 ROC 

CICDDoS-2019 0.9898 0.9907 0.9961 0.9934 0.9823 

 

The evaluation metrics for the CICDDoS-2019 dataset are shown in Table IV. The approximate accuracy of our model on 

this dataset is 98.99%, meaning it generally gives very correct predictions. Precision stands at 99.07%, which out of all the actual 

positives predicted, few were false positives. On the other hand, the Recall is 99.62%, indicating that most of the true positives 

were captured by the model. In addition, the F1 score is 99.35%, which is a good balance between precision and recall. The high 
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ROC score of 98.23% also indicates the efficiency of the model for separation in a class. Overall, these results suggest that our 

model is effective for the CICDDoS-2019 dataset. 

The evaluation metrics for the CICDDoS-2019 dataset are shown in Table II.  

 

 

Fig. 3. Metrics of the LDA-ML Model 

The approximate accuracy of our model on this dataset is 98.99%, meaning it generally gives very correct predictions. 

Precision stands at 99.07%, which out of all the actual positives predicted, few were false positives. On the other hand, the Recall 

is 99.62%, indicating that most of the true positives were captured by the model. In addition, the F1 score is 99.35%, which is a 

good balance between precision and recall. The high ROC score of 98.23% also indicates the efficiency of the model for 

separation in a class. Overall, these results suggest that our model is effective for the CICDDoS-2019 dataset. 

 

 

Fig. 4. Confusion matrix of the LDA-ML Model 

Compared to contemporary works, the hybrid model seems to show promising results. From these excellent accuracies, 

precision recalls, and F1-scores on various datasets, it is clear that the model performs impressively and can promote further 

research in the detection of DDoS attacks. Employing a combination of machine learning models in terms of feature selection, 

and optimized hyperparameters, the proposed model can boast its robustness and efficiency against emerging threats. 

TABLE III.  COMPARISON WITH  RECENT LITERATURE 

 
 
 
 
 
 
 
 
 
 
 
 
 

Reference Method Dataset Accuracy 

[15] GRP, K-means, SGD, SVM,GMM CICDDoS-2019 94.50%  

[16] DT, KNN, NB, SVM, LR CICDDoS-2019 99.00% 

[3] MLP-CNN CICDDoS-2019 99.95% 

[21] RF, XGBoost, Ada Boost,LGBM CICDDoS-2019 99.80% 

LDA-ML Model LDA, NB, RF, LR CICDDoS-2019 98.98% 
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XIX. Conclusions 

In summary, the proposed hybrid model "LDA-ML" offers a very strong enticing advantage toward DDoS attack detection 

in SDN environments. The proposed model combines several ML techniques, such as LDA, NB, RF, and LR, which allows it to 

reap the advantages of each of these different algorithms and presents the most robust and efficient methods to meet all such 

challenges posed by DDoS. The adaptiveness of the model is particularly suited for the SDN environment where centralized 

control requires the immediate identification and mitigation of DDoS attacks. SDN infrastructures are highly dynamic, and the 

ability of the LDA-ML model to effectively preprocess data, reduce dimensionality, and enhance feature selection ensures that 

it can handle the sophisticated and varied patterns in data which are many times associated with cyber threats. Its high accuracy 

value of 98.98% is indicative that the model not only identifies attacks but also minimizes false alarms, a dire prerequisite to 

maintain integrity in network operations. Being trained on real data from the CICDDoS-2019 dataset, the model, upon 

demonstrating efficiency in practical scenarios, has provided further proof of its applicability in real-time detection mechanisms 

within SDN.  

The hybrid approach provides greater flexibility to the operators, who can answer more effectively to the new emerging 

threats by implementing richer diagnostic capabilities. The sequential model leverages at first the predictions obtained from the 

NB classifier, which are subsequently refined by the RF algorithm. The layered defense model is quite in line with the architecture 

of SDN.  

This approach allows for fast analysis and neutralization of multiple attack vectors. Besides this, unlike deep learning methods 

that require enormous computational resources and large labeled datasets, the LDA-ML model gives real-time responses with a 

smaller number of training samples, making it particularly well-suited for implementation in resource-constrained SDN 

environments.  Further research and practical applications of this methodology might lead to greatly improved cybersecurity 

postures within SDN frameworks and position the work as a key tool in the fight to protect critical data and infrastructure from 

malicious traffic. Hence, the proposed hybrid model is a robust candidate for network security enhancement and well-suited for 

the challenges thrown up by SDN environments. 
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